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Instructions to the candidates. 

c) 

C) 
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2) 

S.Y. M.C.A.(Management) 

Q) a) Diseüss advantages & applications of data warehouse. 

03) a) 

IT-32: DATA WAREHOUSINGAND DATA MINING LIBRART 
(Reviced 2020 Pattern) (Semester-111) 

b) 

All questions are compulsory. 

c) 
d) 

Draweát labeled diagram wherever necessary. 

b) Define Schema. Describe fact constellation Scheina with suitable example. 

ORY 

SEAT No, : 

What is OLAP? Explain ROLAP & MOLAP. 
d) Differentiate between data warehou[e and OLTP systems. 

02) a) Explain the need for data transformation & the steps involved in data 
transformation durig ETL process. 

b) Describe dimensionalitý teduction in data pre-processing. 
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OR 

d) Explain discretization & concept hirarchy gene-ration steps in ETL. (5] 

[Mux. Murks: 5) 

OR 

Write a note on any two data mining tools, 

4 

Write types of attributes used in data pre-processing task & explain 
properties of attribute values. 

What is KDD? Explain how KDD is used in �ata miing. 
Define text mining Discuss types & steps used in text mining. 

Discuss web usage mining with its applications. 

(5] 

PIO. 



04) a) Consider the following data set& draw FP tree for minimum support=3.(5| 

b) 

c) 

TID 

2 

3 

4 

5 

6 

ii) 

iü) 

v) 

7 
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Constd�r the s¥me data set in 0.4.9 & calculate the support & contidence for following rules. 

C, D) ’ {B} 

iv) (A,B} ’ {C: 

{B,C} ’{E} 

(A, E}’ (B 
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Apply Naive Baye's Clussitier on Below dataset for the instance-[Plant Type- "Trec", FlowÇEy"N¡". Origin= "cast"] 
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d) Write 



Isleuo 

d) Write the algorithm for decision tree. Generate decision tree for 
classification of credit card approval or rejection based on the attributes 

05) a) 

i) 

C) 

11) 

Age 

Income-Group 
iü) CIB12-Score 

Let s be a �ataset containing spced in km/hr. 
$={15,48,25, 30, 32, 35, 22, 24, 28, 30, 40, 48, 42, 34, 36, 45, 12, 20, 
22, 461Apply k-Means clustering for K=2 on the dataset 

b) Wítea note on Agglomerative clustering. 
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OR 

Give the dataset "w" containing weight of persons. W-15. 20, 30, 35, 
40,42,43. 18,60. 25. 28. 32. 45. 48, 50,}. Apply K-means algorithm for 
K-=2. 

d) Draw and explain Kimball's life cycde diagrm. 
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