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Answer-Qd or GQ.2;Q.30r Q.4, Q.50r Q.6, Q.7 or Q.8.
Neat/dragiamsimust be drawn wherever necessary.
Figures to thefight side indicate full marks.

Assume Suitable data if necessary.

ExplanWSD inNLP, [6]

Explain the difference of discourse structure from other reference

mechanisms. L [6]

Write ashort note on Semanti CAdalysis. [6]
oR

What arethe differenttypesof ambirguity? Provide an exampl e of each.[6]
{ . . .
How do anaphora gpd Cataphora affect cohesion in discourse

processing? / [6]
Explain the concept’of campositional meaning and its role in meanipg
representation. [o]

Explain with exaniple two major approachesfor relatien extraction. [6]
Describe the patterns used to extract relationship-hetween two entity

with agiven sentence. [6]

Explain the journey of text processing frem»yword /Sequences to

dependency Paths. [6]
OR

Write short note on thefollowing : [10]

) Infact System Overview
i)  Global Security.org
Write anote on “frame Semantics & amp;- Semantic role labelling”.  [8]

PT.O.
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How pages are classified for trainabie document separation.

[9]

What is probabilistic model ? Giveexamples of probabilistic modelsand

explainany onein detail.

OR

[9]

What is sequence mapping problem ? How it affects the document

separation?

Write a note orwarious approaches to analysing texts.

Write@short note on

) -OWord Net
N
i) FrameNet -
@2
i)  Stemmers \

Explainnon - classicall pformation Retrieval Model.

&/
( OR

®

With a suitableexampleexplain cluster based IR modeling.

Explaindesign featute of IR with aneat diagram.
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