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Answer<@.1 0r0.2, Q.3 or Q.4, Q.5 or Q.6 and Q.7 or Q.8.
AsSunieé sujtable data if necessary.
Neat diagrams must be drawn wherever necessary.

Figures-to the right indicate full marks.

Explain various types of Recurrent®Neural-Networks with architecture

diagram and applications. e [9]
Differentiate between RNN and FIFNN, 9]
]
OKR

Explain Recursive Neur(a} etwofks with diagram and applications. [9]

Explain Long Short-Tpm Mefnory Network with suitable architectural

diagram and applicaiion areas. [9]
What are encoders? Explain undercomplete auto encoder. [8]
What is regularized atito encoder? Where are they used? [9]
OR
Write a short note on-Stochastic autoencoders afididecoders. [8]
Differentiate between denoising auto encogder dndccontractive auto
encoder. 9]
Write a short note on - DenseNet 9]
What is domain adapation? Explain with suitable example. [9]
OR

PTO.



06) a) Whatis transfer learning? Explain w(%h suitable example. [9]

b) Whatis greedy layer-wise pre-tra{ding network? [9]

&

S
Q7) a) Explain how de@am@is used in recommender systems? [8]
Oy’
b) Explain dee;"&nigg’fbased framework for NLP. O [9]
Y & C
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0 »
08) a) EXI@W Q\%of CNNss as an image classifi g‘) [8]
Hiegen N
b) degp-learning is used in social netw@alysiﬂ/ [9]
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