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Q4) 3
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AnsSwer Q.10r"Q.2, Q.3 or Q.4,Q.50r Q.6, Q.7 or Q.8.
Neat diagrams must be drawn wherever necessary.
Figuresto the right side indicate full marks.
Assume suitable data, if necessary. ¢
*
Write a short note on Long Short;‘l'e?m Merviory Networks (LSTM). [9]
N St
Explain how sequence to sequén_ce model works. [9]
“OR
_— s

Differentiate between Feed-Forwerd Neural NetworksVsRecurrent Neural
Networks. Explain th es ofyRecurrent Neural Network (RNN). [9]
Explainthe componen'tgof alzong Short-Term Memory Networks (L STIV)
and Advantages of L STIV. L9]
Explain‘the architecture of undercomplete autoeneader. What is the
difference between undercompl ete autoencoder and Sparse astoencoder?

[9]
What are Denoising Autoencoders. Why it istsed? [8]

OR

How do Autoencoderswork?What are the gpplications of autoencoder? 9]
What is a Bottleneck in autoencoder and why'is it used? [8]
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What isgreedy layerwise pretraining?£xplain the approaches. [9]

Why should one use transfer learning and when? [9]
OR

When Vanishing Gradient Preblem Occurs? Explainin detail [9]

Explain distributedrepresentation with example. [9]

Explain thetraditional‘approach and deep learning approach for Automatic

Speech Recognitipn. [8]

Explancontent-tased, collaborative and hybrid recommender system

with pros aridcons. [9]
OR

Explaiathefollowing socia network analysisterminelogies [8]

) ." Nodes & Ages i) Weight

i), Centrality Measures lv) “Network Level Measures

How does image cl assificati o Works? Describe various image
classification techniques and enﬁia thefour advantages of using deep
learning inimage classificatiori- s [9]
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