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Instructions to the.candidates :
1) AnswerQlor'Q2, Q3 or Q4, Q5 or Q6, Q7 or Q8. )
2) Neatdiagrams must be drawn wherever necessary. Vo
3) Figuresto theright indicate full marks. § 7
4) Assume suitable data, if necessary. 2
\\"‘\
Q1) a -Differentiate between Recurrent Netxal-Network and Recursive Neural
Network with appropriate diagrams® \} [9]
N
b) Explain the general layout of ‘@Long Short-Term Memory Network
(LSTM) with suitablediagram.:: c [9]
‘ \f\OR '
Q2) a Explainhow sequencg}o;sequence model works. [9]
b) Describe Recursivé NeuraiNetwork and types of Recursive Neura
Network. Explainitsadvantages. []
Q3) a Explain the architecture of sparse autoencoder with suitable diagram.
What are advantages of sparse encoder over usua auteencoder?  [9]
b) “State applicationsof autoencoder. Explain any two gpphi cationsin detail.
[8]
OR
Q4)a Explain the structure of regularized autoenctders, What is the purpose
of sparsity constraint in sparse autoencodex? [9]
b) Explain architecture of autoencoder(with neat diagram. Explain the

hyperparameters that must be set before training of autoencoders. [8]
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Q7) &

b)

Q8) a

b)

When will you transfer learning? Explain with example. [9]
Explain architecture of DenseNet. [9]
OR

Why isthe network called Greedy Layer Wise Pretraining Network? [9]

Write Short natésan i) "Representation Learning ii) Distributed
Representation: [9]
Explain/GNN based and RNN based framework for natural language
processiig. [9]
DesCribe degplearning based recommender systemswith sgitabledi agram.

£ [8]

OR g’J
[llustrate the social network analysis using de_e;ﬂearni ng and enlist the
apphications of social network analysis. S [9]
What are the application areas of i imaoe cla@flcatl on? Explain CNN for
image Classification. < [8]
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