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Instructions to the candidates:

1) Answer DI'or Q2,203 or Q4.

2)  Neat diggrams-ist be drawn wherever necessary.

3) Figures to theyight side indicate full marks.

4) Assume suitgble data, if necessary.

Q1) a) Draw and explain the architecture of Multilayered Feedforward Neural
fietwork. [S]
b) »“What is the need of Regularizatiod2Explain’Dropout Regularization. [5]

c) Explain the concept of gradien{ based Learning. [5]
JOR

02) a) What is the problem.of vanishing Gradient? Describe various solutions

to this problem. 7
b) Explain the working of an Artificial neuron. Also explain the activation
functions ReLU and LR&LU. 18]
03) a) Illustrate Convolution operation in CNN with an examiple. [5]
b) Explain the use 6t padding and strides in pooling layers. [5]
c) Whatis the advantage of weight sharing in CNN! [5]

OR

04) a) Whatare pooling layers in CNN? IllustratetMax pooling with an example.[5]
b) Discuss applications of CNN. [5]
c)  Write short note on AlexNet. [5]
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