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Instructions to the candidatés:

1) Answersany ongguestion out of Q.1 or Q.2, Q.30or Q.4, Q.50r Q.6, Q.7 or Q.8.

2) Neatdiagfamsmust be drawn wherever necessary.

3) Figuresto theright indicate full marks.

4) Assume suitable data, if necessary.

Q1) @ Exphain the working of minimum shift keyirg) (M SK), modulator and

demodulator with the help of bl ocl§ diagram-ard waveform. [8]
b) “What isInter Symbol Interference{('Sl)2Explain Causes of |SI. [9]

OR
Q2) & Compare M-ary PSK andﬁlg -ary QAM. [8]
b) What is OFDM? Drew'and Explain block diagram of generation and
reception of the OFE)M. [9]
Q3) @ What is PN sequence? EXplain properties of PN sequence. [O]

b) The bit duration in DS,SS BPSK communication system is 4 ms-and
chipping rate is 1 Wbps. Considering average error probabifity of
Pe = 10 for detecting the message signal, calculate thie.processing gain

and Jamming margin Assume Q(4.25) = 10° [9]
OR
Q4) @ Writeashort note on following. [9]
) Slow FHSS
i) Fast FHSS
b) ExplanDSSSBPSK System in detail. [9]

PT.O.



Q5) 8

b)

Q6) a)
b)

Q7) 8

b)

Q8) a

b)

What is Entropy and Mutual Informaation, and What are a properties of
Entropy and Mutual Information. [8]

A discrete source transmits messages x1 and x2 with probability % and
Y. The source connected té7the binary symmetrical Channel with

p(yl/x1) = 2/3. Calculate all-entropies and mutual information. [9]
OR
Compare Shanron-Fano and Huffman coding techniques [8]

Apply Haffman.coding for the following message ensemble.
X = [XIX2 x3x4 X5 X6 X7]
PE£[0:450,150.1 0.1 0.08 0.08 0.04] and find codingefficiency.  [9]
For asystematic linear block code, (7,4) the parity matrix is given by
[110:011;111;101] [9]
v Construct Generator Matrix
i)  Find code vectors for messages 1100, 0011
i) If thereceived code vector R = 01111101, find corrected codeward.
Defineand Explainfol onv% terms [9]
)  Hamming distance
i)  Hammingwel gﬁt
ii)  Code rate
Iv) Constraint lengtiy
v)  Generator pelynomia

OR

Draw the encoder and syndrome cal culator for.the,generator polynomial
g (X) = 1 + x* + x® and obtain the syndromefer.the received codeword
1001011 [9]

Explain Propertiesof Linear Block code ahd Cyclic Codewith example.[9]
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