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I nstructions to the candidates:

1) SolveQ.2-0Q.2, @3 or Q.4,Q.50r Q.6, Q.7 or Q.8.

2) Figurgsterthe right side indicate full marks.

3) Neat diagramis must be drawn wherever necessary.

4) Make suitalle assumption whenever necessary.

Q1) @ Drawand ExplanCNN Architecturein detail [6]
b) «Explainworking of Convoluti on(Lngl'. ! f, [6]
c) Explainpoolinglayersandits tygg‘r. ' [6]
fOR.
Q2) @) Explanadl thefeaturesqf peolinglayer. [6]
b) Explainlocal responseidrmalization. [6]
c) ExplanReLU Layer“l'n detait. [6]
Q3) @ Explainrecursiveneura network. [6]
b) ExplanthelSTM-in RNN. [6]
c) Explaininbrief about working of RNN. [9]
OR
Q4) @ Difference between CNN VsSRNN. [6]
b) “What are the challenges of long term dependencies? [6]
c) Explain Encoder-Decoder RNN model. [9]
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b)

Explain Degp Generative Model.
Explain Boltzmann Machinein detéils.
Explaininbrief GAN with anexample.

OR
Explain deepbelief networksin detail.

What is GenerativeAdversarial Network? Explain its component.

Explam.typesof GAN.

ExplaitrMarkov Decision Process.
Explain deep reinforcement learning,

b
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What are the challenges of reinfogcémentrtearning?
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N
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| 3 )
Explain the process of Deg-Q-learning.
\

Explainre nforcemenﬂéarni ngfor Tic-Tac-Toegame.
\N
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Explain Dynamic programmi ng agorithm for reinforcement learning.. [5]
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