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Instructions to the candidates:
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Attempt Q.1 0rQ.2, 0.3'or Q.4, Q.5 or Q.6 and Q.7 or Q.8.
Figures tolthe right.indicate full marks.

Neat diagrams musi-be drawn wherever necessary.
Assuniesuitablé data, if necessary.

Explainthe following terms with suitable examplesg < [6]

i) . Bias ( /’)?)

i)/ Variance ,\q X

i)  Under fitting and Over fitting 2 t.(;’-

Differentiate between Lasso Regg%ssion and Ridge Regression. [6]

Explain gradient descent algogi'tlf'm v&i‘th example. [6]
R "1013( G

What do you mean bygggression? Explain with suitable example.  [6]

Write a short note O [6]

i) MAE

ii) RMSE

iii)  R?

What 1$*gradient descent? Compare batch gradient and:stochastic gradient

déscent. [6]

Explain with example the variant of SVM, thesuppart-vector regression.

5]

What do you mean by ensemble learning?Differentiate between bagging

& boosting. [6]

What are different variants of multi-classceldssification? Explain them

with suitable example. [6]
OR

PTO.



04) a)

b)

05) a)

b)

06) a)

b)

Q7) a)
b)

08)7a)

b)

Calculate macro average precision‘macro average recall and macro

average F-score for the following given confusion matrix of multi-class

classification. [6]
Predictions —

A B C D
X 100 80 10 10
B 0 9 0 1
Actual values ) | o 0 1 8 1
D 0 1 0 9
Write a short note on : {6]
1) <{Random.forest.
)\ JAdaboost.
Discuss K-nearest neighbour algorithm with suitab}géiample. [S]
&
With reference to Clustering explain the issue oﬁ‘inmization of Clusters”.
6]
Compare Hierarchical clustering andK—m@a’hs clustering. [6]
Explain how a cluster is formed in}he density based clustering algorithm.
NS [6]
K <6R N
How would you choos&tﬂ’e fiimber of clusters when designing a K-
Medoid clustering algﬁl;zﬂlm? [6]
Write a short note Gn'otit 1iét analysis with respect to clustering. [6]
Differentiate between K- means and Spectral clustering. i6]
What are building biocks of neural network, elaborate? [5]
Deseribe eharacteristics of back propagation algorithm. [6]

Wiite a short not€ on Recurrent neural n/w & convélutionalineural n/w.

[6]
OR

Explain artificial neural n/w based on perception concept with diagram.
[6]

Describe multi-layer neural n/w. Explain-why back propagation algorithm

is required. [6]

Discuss any two activation functions with example. [5]
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