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B.E. (Computer Engineering) (Honoursin Data Science)
MACHINE LEARNINGAND DATA SCIENCE
(2019 Patter n) (Semester-VII) (410501)

Time: 2%2Hours) [Max. Marks: 70
I nstructions to the candidates:

1) Answer Q. Lar Q.2,/Q’30r Q.4,Q.50r Q. 6, Q.70r Q.8

2) Neat diagrams mustbe drawn wherever necessary

3) Figurgsiothe right indicate full marks 0

4) Assime suitable data, if necessary ( ;

£
Q1) @ Bxplainunsupervisedlearning. Q) [6]
b) cwWhat do you mean by divisive cl uster&i gues? Explain with an
[6]

example.
c) Whatistheroleof dendrograms I’t\ }hg number clustersin hierarchica

clustering? ‘ [6]

&3

Q2) @ Whatarethe t@ erarchical clustering methods? Explain. [6]

b) Forwhat aDensity-Based Spatial Clusteringissuitable?\Which
par equited by DBSCAN algorithm? [6]

C) %M ediahsclustering algorithm. [6]

and Explainabiological neuron along withits parts: [4]

| What is the difference between Forward-prepagation and Backward
Propagation in Neural Networks? [6]

c) What isthe role of the Activation functions{itvNeural Networks? List
down the names of some popular Activation/Functions used in Neura
Networks. [7]

OR
PT.O.



Q4) &)
b)

Q5) a)

b)

Q6) &)
b)

Q7) a)
b)

c)

Q8) a)

Enlist limitationsof MLP. [4]
Explain the process of training a pérceptron. [6]
Explain back propagation algoithm. [7]

Doesthe size of the feature map always reduce upon applying thefilters?

Explain why@rwhy not. [6]

[lustrate Gradi ent.descent optimization using an example. 6]

Explaifi Kecurrent Neural Network &]
OR O

Exptain/Recursive Neural Network

Explaifithedifferent layersin CNN. Explain tg% ce of the RELU

Activation functionin Convolution Neural N

|| Mustrate Long-short Term Memory.ale tsstructure. 6]

es? Explain any two of them. [6]

[6]

What are varioustext similarity
Write short note on > O g
)  Stemming \‘:\

i)  Lemmatizati %

What arethe p@ uses of feature extraction? [5]

Wh@m mean by topic modeling? Explain Latent Dirichlet Allocation.
[6]

lain feature selection and extraction. [6]

% ?Write short note on document representation. ) [9]
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