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Instructions to the caudidates:

Time : 2V2 Hours] ( [Max. Af@o
1) Solve Q.1.or Q.2,0.3 or Q.4, Q.5 or 0.6, Q.7 or Q.8. O

2) Neardiagrams miust be drawn wherever necessary. O
3) Figures tosthe right indicate full marks. .
4) Assume siiitable data, if necessary. K%
Q1) a) Consider the following instance of the kpapsa / problem. Find the
optimal solution by using dynamic_preg approach. [10]
Item | Weight '
1 2 $
2 1 10N
>
3 3
4 2&%15
Capacity of the r@ck =5.
b) Whatis job ing-algorithm? How job scheduling algorithm can'be

edyqalgorithmic approach? Explain your answer-“with
rinciple, control abstraction, time analysis of €ontrol

solved, u§;
respect F
ion, of greedy approach for the following irisfarice of<knapsack

lem. [8]

QEaC job is associated with a deadline and profit.

Q2) a)

Job ] J J J {)

1 2 3 4 5

Deadline 2 1 3 2 1
Profit 60 100 20 40 20
OR

What is greedy approach? Explain Job scliedtling algorithm using Greedy
approach for following examples. Givedhe sequence of job scheduling.

[8]
PTO.



Input: Four jobs with following deaggges and profits
JoblD  deadline Profit (?/"

.

a 4 20 @'\
b 1 10 Coé"
c 1 40
N 0Oy
10y 3
Input: Five J ith fellowing deadlines and profits

JoblD lirg(?Profit
a 26‘\/ 100
(@
& O
q(f)b 1 25 Y
s 15 o M
b) )A&fat is optimal binary search tree? }@{ dy@g’ogramming approach

[10]

Keys—

ple Backtracking: Principle, control o)

Q3) a) Explain with suitabi#
] of‘tontrol abstraction. [

b) Compare betwée e@/method and dynamic programming w{tﬁ
Y

respect tQs v é&ﬂ’]
> 5

i) &, Optimality.

@ Yo o

ursion. S

< ?1 Memorization 5 v
' $o)

‘ v)  Time complexity. é» Q(\/

) OR

04) a) What is sum of subset problem? Solve f subset problem for
following instance using backtracking a% [8]
Input : set [] = (2,3, 5, 6,8, 10}, sum =10, ”
b) What is Branch and Bound method? Wri ontrol abstraction for Least
cost search? . [9]
W

v
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05) a) What is amortized analysis? Explil;g)aggregate and potential function
methods used for amortized analy&)i with respect to stack operations?[9]

b) What is potential function meé@'}d, of amortized analysis? To illustrate
potential method, find amo% d cost of PUSH, POP and MULTIPOP

stack operations. § [9]
%.
d}' % oR
S ©
06) a) Write shortrﬁgon(gl following. [10]

) I%gfm q{? Sis. '
ii) nt@ nalysis. @
if) @en@uncﬁon method. "’Cjboo

v r C@%le and Non-tractable problems.
b)  Write Short notes on with suitable example of eacl

i) Cbpkandomized algorithm. @
ﬁ)?g Approximation algorithm. ty
= Q)

Q7) a)  Write and explain pseudo code fq
How parallel merging gives & Sigli

b) 1  Explain an algori )"o Distributed Minimum Spanning Tree. [8]

L 4

[8]

i)  Write and ex

{/ /

i B

08) a) Write sh@ n the following. 0]
ade

1) ¢{§ﬁ>trix multiplication. 0(30
i threac@d’merge sort. O')\, VO‘D
Distributed breadth first search. ODQ v

iv) The Rabin-Karp algorithm. S
% With respect to Multithreaded Algorithms expiai yzing
multithreaded algorithms, Parallel loops c ions. [7]
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