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Instructions to thercandidates :

1) AnSwer four questions Q.1 or Q.2, Q.3 or Q.4, Q.50r Q.6, Q7 or Q.8.

2) Neat diagrams must be drawn wherever necessary:

3) Figuresto theright indicate full marks.

4) Assume suitable data, if necessary.

Q1) a .CExplainthebasicarchitectureof aC'@QV'oI utional Neural Network (CNN)
and describe therole of each kgy'»cgmponent within the architecture.[9]
¥

b) Define padding and strides innCNNs"and explain their impact on the
output size of feature maps-iﬁ'éonvol gtional layers. [8]

A OR
)
Q2) @ Discuss the role of tH'e:ReLU layer in CNNs. How does RelL U differ

from other activatioh functions, and why isit preferred in convol utional
layers? [9]

b) Describethe concept of, pooling in CNNs and explain how it contritites
to spatial dimensionality reduction. What are some common-4ooling
methods, and how do they differ? [8]

Q3) a)  Explain the structure of Recurrent Neural Networks (RNNs) and the
concept of unfolding computational graphg, HOow,do”RNNs handle
Ssequential data, and what challenges ari sewittilong-teriyrdependencies? 9

b). Discuss the Bidirectional RNN and Enceder-Decoder Sequence-to-
SequenceArchitecture. How do these archiitectures enhance the ability of
RNNSsto handle complex sequential tasks? [9]
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Q4) 8

b)

QS5) 8

b)

Q6) a)

b)

Q7) &)

b)

Outline practical methodol ogiesfor evd uating the performance of recurrent
neural networks (RNNSs). Describecommonly used performance metrics,
baseline models, and strategies for selecting hyperparameters in RNN-
based models. [9]

Describe the role of LongShort-Term Memory (LSTM) networks and
other gated RNNSsiaddressing the limitations of standard RNNs. How
do LSTM netwerks manage ong-term dependencies, and what are some
aternative strategiesfor handling multipletime scales? [9]

What iSageepgenerative model, and how doesit differ from discriminative
mogdel$? Provide examples of deep generative. models and their
applications. [9]

Describethe structure and functioning of-a Boltziiann Machine (BM).
What is the concept of energy in a Beltzmann Machine, and how doesit
guitiethelearning [8]

OR o
What is a Generative Adversar:iab Network (GAN), and how do the
generator and discriminator networks interact in the GAN framework?
Describe their roles and traiﬁm%?ocess. [9]

»

Discuss the various typeS @f, GA N architectures and provide examples of
applicationswhere GAN j haveproven effective. [8]
( \

4

What is deep reinforcement learning, and how does it extend traditiénal
reinforeement learning techniques? Discussitssignificancein Al anéireal -
world applications. [6]

Explain the conegpt of a Markov Decision Process(MDP) and describe
its. components. How does an MDP serve @as-a foundation for
reinforcement learning? [6]

Describe the basic framework of reinforcendentiearnirig, including key
concepts such as agents, environments, @ctions states, rewards, and
policies. [6]

OR
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Q8) @ What are the main challenges faced in reinforcement learning, and what

techniques are commonly used to address them? [6]
b) Explain Q-Learning and how Beep Q-Networks (DQN) improve upen
traditional Q-Learning for compiex environments. [6]
c) How can reinforcament learning be applied to solve a simple game like
Tic-Tac-Toe? Destribe the learning process and strategy. [6]
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