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Instructions to the caididatés:
1) AnswernQlor@2 Q30rQ4, Q. 50rQ.6 Q.70 Q.8.
2)  Neat diagrams must be drawn whenever necessary.
3) Figurestotheright side indicate full marks.
4) Assumesuitable data, if necessary.

{
Q1) a) . Swhat isdynamic programming, Andhow doesit apply to solving Markov

Decision Processes? . \ [9]
b) State the Banach Fixed point~Theorenyand its significance in dynamic
programming. \\ [9]

( 7,°OR
Q2) @ Explain the contraction rﬁappi ng property of Bellman expectation and
optimality operators'. - [9]

b) State and explainthe prifGiple of optimality in the context of MDPs:[9]

Q3) @ What are monte Carto Methods, and how are they useth i rei nfercement

learning. [9]

b) Explain the idea behind per-decision Importance Sampling and its
significancein off-policy learning. [8]

OR

Q4) @ What is the difference between On-palicy anch Off-policy learning in
reinforcement learning. [8]

b) What is Monte Carlo Tree Search (MCTS),and where is it commonly
used? [9]
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Enlist the advantages and disadvantagiés of using model-based and model -

free approachesin reinforcement learning. [9]

Describe the Q-learning algorithin and its main components. [9]
OR

Discuss the doubhe DQNalgorithm and its advantages over traditional

DQNSs. [9]

Explainthecoricept.of Temporal difference (TD) learningin reinforcement

learning: [9]

HOw can an-agent adapt when the model used for planningii'sinaccurate? 9]

How do.Rollout Algorithms hel p in approximating the value function and
Improving decision-making? [8]

OR ‘
Explain the Dynaarchitecture and\hbw it integrates planning, acting, and
'®

learning. [8]

Discuss the advantages aqa‘limitati ons of using real-time Dynamic
programming. 4 [9]
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