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I nstructions to theCandidates:

1) Answer fouf guestions Q1 or Q2, Q3 or Q4, Q5 or Q6, Q7 or Q8.

2) Neat diagrams must be drawn wherever necessary.

3) Assumesuitable data if necessary.

Q1) @ Whatispoolingin CNNs?Why isit used? Explainthe difference between

max pooling and average pooling. ) [9]
b) “*How do you determinethe numbq abfiltersin each convolutional layer?
C [5]
c) Defineconvolutional neuradetwork-(€NN), and how doesit differ from
other types of neural networks? [4]

(7 or

&
Q2) @ Explain the concept of ‘padding in CNNs. Why is it used? What are
stridesin CNNs? [9]

b) Describethetypical ar¢hitecture of aCNN. 9]
c) What isthe main pufpose of using CNNsin deep learning? [4]

Q3) @ What are some common performance metrics usethto evaluiate RNNS?
How do these metrics differ for different applications f RNNs?  [9]

b)  Describe the long short-term memory (L STM) unit @nd its components.

[8]

OR
Q4) @ What isthe difference between recurrent neural networks (RNNs) and
feedforward neural networks? [8]

b) What are hyperparameters in the context’of neural networks? How do
researchers select appropriate hyperparametersfor training RNNs? [9]
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What is a generative adversarial network (GAN), and how doesit work

to generate realistic synthetic data? [9]
Describe different types of GANs, How do these types of GANs differ
intheir architecture and training? [9]
OR
How are deep gereérativemodel s used in machine learning and artificial
intelligence? [8]
What are@omie comimon challenges of using GANSs, and how can they
be addréessed in practice? [7]
What aré sorme applications of GANsin computer vision? [3]

How can reinforcement learning be applied to play-Tic-Tac-Toe? What
arethe’key components of areinforcement learnifigal gorithm for playing

Ti¢H Tac. [8]
N : :
What is deep reinforcement learding, and hiow does it combine deep
learning with reinforcement Iear‘n'\qg? [9]
\QR
Explain the concept of aivkarkov Decision Process. What are the main
components of an MDP2 [6]
&
Describe the architgCture ofca deep Q recurrent network. [6]

What are some of the main challengesfaced in reinforcement learning?

[5]
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