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T.E. (Artificial Intelligence and Data Science) (Insem.)
ARTIFICIAL NEURAL NETWORK
(2019 Patiern) (Semester - 11) (317531)

Time: 1Hour] [Max. Marks: 30
I nstructions to the€andidates:

1) Solvequéstions@.1or Q.2, Q.30r Q.4

2) Neat giagrams/must be drawn wherever necessary.

3) Figureés tothe right indicate full marks.

4) Asstme suitable data if necessary.

Q1) @ Whatistheroleof activation functionin neural-network? Explain bipolar

Sjgmoid functionin detail. \ [9]
b) *Why is ReL U the most commonheused Activation Function? [9]
c) Explainarchitectureof Artifici‘glxl\leural Network with aneat diagram.[5]
/{OR
Q2) @ Draw the structure of the'liological neuron and explain working of the
samein brief. i [9]
b) Write an agorithm gf‘A DALINE and focus on its upper bound with
largest Eigen Valueof its carrelation matrix. [10]
Q3) @ WhatisError Correction and how to minimize these errors? [9]
b) Explainthearchitecture of Multilayered neural netwaork. [9]
c) Definelearningand memory. Explainlearning algetitbmsindetalls. [5]
OR
Q4) @ What is the difference between Forward jropagation and Backward
Propagationin Neural Networks? [9]
b) = Explainthedifferent types of GradientAésCent'iiv detail. [9]
c) Writedown Perceptron Learning Algorithmrior OR function along with
calculation of each input vector. [9]
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